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Abstract and Keywords

This chapter examines current research on cybersecurity ethics. It frames this around
three different approaches to the subject. The first (‘bottom up’) considers ethical issues
arising in different case studies and developing groupings of these issues, such as those
relating to privacy, those to security, etc. The second approach (‘pragmatist’) considers
ethical approaches currently used in cybersecurity practice, focusing on the confidentiali-
ty, integrity, availability (CIA) triad. The third approach (‘top down’) takes its starting
point as broader ethical theories, which are then applied to cybersecurity. The authors
present a novel top-down approach, defining security as the inverse of risk and then
drawing on recent literature on the ethics of risk. The chapter concludes with a review of
the strengths and weaknesses of each approach.

Keywords: cybersecurity, security, confidentiality, risk, privacy, justice

Introduction

The ethics of cybersecurity falls under the broader topic of the ethics of security. Howev-
er, the ethics of security is an under-explored field in philosophy, and indeed more gener-
ally in academia. The greatest area of research into security has been in the discipline of
International Relations and its sub-discipline of Security Studies. Yet here, the focus has
traditionally been on the military and national security, turning in the past few decades to
broader questions of political uses of security (the Copenhagen School) and issues of in-
ternational security as seen through questions of emancipation (the Welsh School) or the
movement of people across international borders (the Paris School) (Browning and Mc-
Donald 2011). None of these, however, translate easily into an understanding of the
ethics of cybersecurity, which has domestic and international elements.

An obvious question arises as to whether there is even a need for an ethics of cybersecu-
rity. Is not security, after all, a good thing? Clearly it is, but it does not follow that security
can be achieved without cost, and those costs must be balanced against any gains in se-
curity. Such trade-offs may be not only financial, but also ethical. That we do not accept
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Ethical Approaches to Cybersecurity

security as the main, still less the only, value in society is clear from the fact that we re-
ject notions of police states which may promise (however falsely) security from attack in
exchange for a surrender of liberties. At the same time, nor do we generally embrace to-
tal anarchy in a celebration of those liberties. The relationship between security and lib-
erty is more finely balanced than that, with liberty requiring security in order for liberties
to be enjoyed. Hence security is valued, at least in part, for its securing of liberties.

Furthermore, security aims at enforcing divisions, keeping some people safe from other
people or things. Such divisions may be justified in at least some cases, but not always.
What should we say, for instance, of the security of a tyrant? Furthermore, security can
never guarantee it will be 100 per cent successful. In practice, there are likely to be cases
of false positives (those identified as attackers, who are not) and false negatives (those
not identified as attackers, who should be). Hence, security can impose costs on the inno-
cent and fail to protect as intended.

So, there are ethical issues that arise from and surround questions of the practice of se-
curity in general. It is not surprising then that there are similar issues and questions sur-
rounding cybersecurity in particular. The ethics of cybersecurity seeks to identify, isolate,
and address those issues and questions. Work examining the ethics of cybersecurity can
therefore focus on the issues faced or at a more meta-level in considering the approaches
taken to understanding those issues. We focus here on the latter.

In this chapter, we therefore examine three approaches to this task. The first is the ‘bot-
tom-up’ approach of considering case studies and literature reviews to examine numer-
ous incidents of cybersecurity successes and failures to identify ethical issues embedded
in each. For readers interested in concrete cases, these can be found in abundance in this
literature. The second approach is to look at the current practices in the professional do-
main of cybersecurity. These are, we argue, dominated by the triad of confidentiality, in-
tegrity, and availability of data, or CIA. This triad has been broadly taken to determine the
success of cybersecurity since the 1980s, holding that all necessary criteria have been
met provided the confidentiality of the data, the integrity of the data, and the availability
of the data can be assured. There are, as we argue below, some significant weaknesses
with this approach, though. The third approach that we consider is ‘top down’, through
considering theoretical frameworks that can be applied to the subject. In each approach,
we argue, there are notable strengths and weaknesses such that for a full picture of the
ethics of cybersecurity, a combination of the three should be embraced.

The chapter progresses by looking at each of the three approaches in more depth, taking
the order suggested above. The aim is to introduce the reader to current thinking in the
field of cybersecurity ethics, while also presenting a novel approach that contributes to
the advancement of the field. This novel approach involves a top-down framework
through recognizing security as the inverse of risk, introducing into the discussion the
framework of risk analysis and the ethics of risk.
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Bottom-up approaches

Bottom-up approaches to ethics seek to identify case studies as a means to identify the
ethical issues faced in a particular field. This has been a popular and fruitful angle with
which to approach the relatively new field of cybersecurity ethics. In this section, we con-
sider different bottom-up approaches and note the benefits provided and challenges
raised by these approaches.

In the early twenty-first century, a significant focus of cybersecurity ethics was placed on
e-voting, voting in democratic elections through electronic media rather than the tried-
and-tested means of placing an ‘x’ next to the name of the preferred candidate or party
on a piece of paper. The benefits of e-voting are, at least on the surface: immediate tal-
lies, lack of confusion and spoiled ballot papers, and diminished scope for manipulation
and corrupt practices. However, several commentators questioned whether these benefits
were as straightforward as suggested. What happens, for example, if a voting machine, or
worse, a network of such machines, is hacked, and when should such a hack be recog-
nized publicly? Before the vote, the election could be delayed and the system under-
mined. After the vote, the results of the election would be undermined and open to chal-
lenge (Robinson and Halderman 2011).

In their study, Robinson and Halderman presciently questioned how researchers should
respond to political pressure (not) to investigate the potential for interference in electron-
ic voting and the scope for collateral damage through the networking of e-voting systems
to potentially unrelated networked systems (Robinson and Halderman 2011). Pieters
went further to question the notion of trust that the public might have in e-voting ma-
chines, recognizing that there are (at least) two competing notions of explanation con-
cerning human-technology interaction: explanation-for-confidence and explanation-for-
trust (Pieters 2011b). In the former, the focus is placed on providing confidence in a tech-
nology, which can be achieved without people knowing the risks involved (i.e. when ar-
rived at through reassurance by an expert). In the latter, for trust to be given to a system,
there must be a full understanding of the risks and alternatives involved. According to
Pieters, the danger in e-voting machines is that authorities seek to provide the public
with too much information (to establish trust) when the public only demands sufficient re-
assurance for confidence. The excess of information could then serve to undermine confi-
dence in the system. Contrarily, if the public demands sufficient information for trust but
is only given the information needed for confidence-building measures, then the discon-
nect could undermine trust in the system.

More recently, in-depth cybersecurity cases have been considered as illustrations of ethi-
cal concerns in cybersecurity. One of the best known cases is the ENCORE programme.
ENCORE was a trojan horse (seemingly innocuous code which hosts malicious code) that
could be implanted on a computer and then used to communicate from that computer.
ENCORE was developed by a team of researchers at Princeton and Georgia Tech and
hosted on a number of popular websites. Through people visiting those websites, the tro-
jan was implanted on computers around the world, but particularly of note was its im-
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plantation on domestic computers in China, Egypt, and Iran. From these computers, the
research team was able to test the respective national firewalls to see which webpages
were available to users in these countries.

Researchers wanted to understand the efficacy and prevalence of national firewalls de-
signed to prevent citizens from accessing webpages that may be deemed ‘undesirable’ by
the government (typically through challenging the legitimacy of that government), and
which can only be effectively tested from inside the respective state (Burnett and Feam-
ster 2015). However, this meant that the computers of non-consenting citizens were be-
ing used to attempt to access ‘blocked’ websites, potentially bringing those citizens to the
attention of the authorities in their countries. Furthermore, given the nature of the states
in question, those authorities are not known for their sympathy or for taking time to ap-
preciate that the attempts were made by malicious software operated from the United
States and not by the user themselves. In this way, cybersecurity research could place a
user at considerable risk without consent or even awareness of the risk undertaken, in
contravention of the most basic research ethics principles that have guided academic re-
search since the Second World War (Byers 2015; Macnish 2019a).

A third bottom-up approach has taken the form of literature reviews, pulling together ex-
isting writings on cybersecurity ethics, such as those considered above, and hence taking
a more holistic approach to the issues than any one case study. This approach has been
followed, for example, by van der Poel (van de Poel 2020). In the associated study on
which this chapter is based, Yaghmaei et al. carried out a literature review of 236 texts
concerning cybersecurity in the fields of business, medicine, and national security (Yagh-
maei et al. 2017). From the results of this review, van der Poel argues that the ethical is-
sues arising can be clustered into four areas: security, privacy, fairness, and accountabili-
ty. This approach has also been taken by Jha (2015), although he identifies eight clusters:
equity, rights, honesty, exercise of corporate power, privacy, accuracy, property, and ac-
cessibility. The literature review approach is also the starting point for Macnish and Fer-
nandez (2019), who identified ten clusters.!

There are several advantages to the bottom-up approach typified in the above papers, not
least that the issues speak clearly to practitioners through case studies grounded in real-
world experience. The challenges with e-voting machines, with ENCORE, and with the is-
sues identified by Macnish and Fernadndez are challenges faced in cybersecurity practice
rather than relying on abstract philosophical theory or thought experiments, the rele-
vance of which may be hard to see for someone not used to dealing with such a level of
abstraction.

At the same time, such approaches have their problems. First, they risk missing impor-
tant examples which may provide their own, unique issues. Hence, while bottom-up ap-
proaches may be thorough in their examination of particular cases, they cannot be sys-
tematic because they don’t examine all cases. It is simply not feasible to examine every
case for reasons of time and availability of cases (many, for example, never come to the
attention of the public or academic researchers).
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Second, in the same way as there may be latitudinal gaps in understanding the complete
picture of cybersecurity challenges, there will also be longitudinal gaps as new issues
arise with the advent of new attacks and security practices. As such, when new cases
come to the attention of the public and academics, new analyses are needed to examine
whether new ethical issues have emerged.

A third problem is that of clustering. This is a necessary practice to manage the large
number of ethical issues associated with cybersecurity. As noted already, van der Poel
clusters the issues into four categories, Jha into eight, and Macnish and Fernandez into
ten. In each case, though, the clustering appears to be largely ad hoc and lacks any clear
theoretical underpinnings, meaning that there is scope for issues arising in one cluster to
appear in another cluster (such as Jha’s rights and property). For analytic purposes, one
risks mis-identifying an issue as belonging to only one category when it may in fact fall in-
to two or more, or possibly some other category not identified. This risk could result in
ethical issues falling between the cracks, or being responded to as one type of ethical
concern and not the other. The problem gets aggravated when new cases emerge that in-
vite new clustering exercises. It is notable that the lack of agreement on clustering and
its theoretical paucity is not always recognized. At present, the approaches taken tend to
cluster issues around authors’ perceived commonalities rather than adopting a pre-exist-
ing framework. Theoretically grounded taxonomies for cybersecurity have yet to be pro-
posed.

Finally, while a top-down approach can be effective at recognizing the plurality of ethical
issues arising in practice, it is not effective in providing suggestions as to how to deal
with value conflicts. Without theoretical underpinning, the reader is left with a list of ethi-
cal challenges but little guidance as to how to prioritize them. Which trade-offs, for exam-
ple, are tolerable and which are unacceptable? The resulting picture is often one of ethi-
cal plurality that is silent about general practical guidance.

The bottom-up approach is therefore a valuable contribution to the literature in providing
a thorough, albeit not systematic, analysis of a variety of real-world problems. Through its
grounded nature, the discussion surrounding these problems can be of benefit to practi-
tioners as well as theoreticians. However, there is a number of drawbacks to the ap-
proach as it is currently practiced, not least its specificity, the lack of theoretical under-
pinning in the framework informing the clustering of issues, and in the means of prioritiz-
ing ethical conflicts that emerge in cybersecurity practice.

Pragmatist approaches

The second approach that we consider here is that of cybersecurity practitioners. This ap-
proach draws on the pragmatist theory of philosophers such as Dewey, Rorty, and Put-
nam, and is concerned with current practices and norms of behaviour, as opposed to fo-
cusing on case studies or looking to grand theories such as deontology or utilitarianism.
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As LaFollette argues, for pragmatists ‘meaningful inquiry originates in practice’ (2000:
400).

As noted in the introduction, the values embraced by this community concern the confi-
dentiality, integrity, and availability of data (the CIA triad). If data is kept confidential, if
its integrity is maintained, and if it remains available to the pertinent user, then cyberse-
curity is successful. These could be seen as the fundamental values practiced in the cy-
bersecurity community for nearly half a century.

The provenance of the CIA triad lies in the Anderson Report, one of the earliest publica-
tions on computer security, which discussed security exposure in networked environ-
ments. The triad was echoed in a later paper by Saltzer and Schroeder. The CIA abbrevia-
tion itself was coined by Steve Lipner around 1986 (private conversation). Since then, the
term has been used widely in reports, standards, and other publications on cybersecurity
(van der Ham 2020).

In the decades following the introduction of the CIA triad, the concept has been used as a
de facto definition of security in texts on cybersecurity, ranging from textbooks to Inter-
national Organisation for Standardisation (ISO) standards. The CIA triad is also a funda-
mental element of the Common Vulnerability Scoring System (CVSS). A CVSS score is
used to describe the severity of a vulnerability in a software product. The CIA elements
are used in the calculation of the impact of vulnerabilities in the scoring system. CVSS
scores have been included in vulnerability publications since 2005 (FIRST CVSS SIG
2020).

The benefits of the CIA approach lie in the fact that it is time-tested by practitioners. As
with the bottom-up approach discussed above, it is therefore grounded in real-world prac-
tice and has the advantage of a history of discussion and debate through which it has
been refined over the past fifty years.

At the same time, the debate concerning the CIA triad has not settled. While the three
concerns of confidentiality, integrity, and availability have largely remained core to cyber-
security practice, they have also been challenged. It has been suggested that the triad be
supplemented with the values of non-repudiation, possession, and utility, known as the
Parkerian hexad (Parker 1983, 2012). Others have suggested that each of confidentiality,
integrity, and availability may not be as core to the practice as seems at first sight (Spring
et al. 2019; van der Ham 2020).

A second challenge arises from the fact that the triad is highly technical in its application.
Given the provenance of the triad, and a relative lack of philosophical engagement with
it, the traditional definitions of C, I, and A are technical rather than ethical. This has led
to the aspects of each being largely binary such that they are either true or false, or in
the case of CVSS impact, on a vulnerability having a ‘high’, ‘low’, or ‘none’ measurement
risk. This scale can give a false sense of accomplishment, as the current status gives no
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guarantees about the future (or even the past); that is, data may currently be confiden-
tial, but it does not follow that it was confidential yesterday or will be tomorrow.

A third challenge is that this definition leads to a focus on the C, I, and A aspects of indi-
vidual assets. Furthermore, each aspect is taken as an absolute value that must be up-
held, instead of performing a holistic risk assessment that may impact the security of an
individual asset (such as an individual computer, server, or entire system). This approach
does not take into account the broader costs and benefits to whole organizations. Hence,
confidentiality is a property of an individual asset, and usually not a property of a context,
such as a computer network or office environment. The CIA triad leads to individual mea-
sures on objects instead of a general approach to cybersecurity.

In the early days of cybersecurity, many of the risks we face today were not there. When
the CIA triad was proposed, computers were not connected to a (local) network, and the
internet as we know it today did not exist. Both Anderson and Saltzer and Schroeder fo-
cused on theoretical work regarding computer security, since there were few practical at-
tacks on computers at the time of their research. However, the context in which we use
computers has evolved significantly. From single, offline, room-filling computers, we now
have computers in our pockets that are constantly connected. Most artefacts in the physi-
cal world are now affected in some way or another by computers. Similarly, the nature of
adversaries has changed significantly.

Traditional cybersecurity in the 1990s and early 2000s focused on providing security at
the edges of networks. With the advent of mobile devices and the gain in popularity of
bring your own device (BYOD), and more recently still the advent of the Internet of
Things, this approach is no longer tenable. The boundaries of security have moved with
these developments, and yet the overall approach to security has not, which has had the
effect of strengthening the tendency to go for individualistic approaches to security (van
der Ham 2020).

Furthermore, the focus on individual assets and meeting each of the requirements of con-
fidentiality, integrity, and availability has led to a sticking-plaster mentality. As van der
Ham has noted:

the individual, binary measures and narrow focus in turn often lead to stop-gap so-
lutions. Once a vulnerability threatens to break confidentiality, a measure is put in
place to ensure confidentiality again. The risk associated with that vulnerability is
then often not taken into account, confidentiality is now guaranteed again, so the
problem appears to be solved. This is then often repeated many times for every
new vulnerability.

(van der Ham 2020)

The focus on technical solutions in turn risks missing opportunities for non-technical solu-
tions to security challenges. Consider the increasingly complex rules to create safe pass-
words: one needs to include alpha-numeric and special characters, the password must
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consist of at least 10 digits that do not form a memorable word, and it should be changed
frequently. As each of these stipulations has developed in response to particular security
challenges, the result is poor user security, given people’s inability to maintain numerous
safe passwords (Grassi et al. 2017). Solutions exist to provide more secure authentication
methods (such as multifactor authentication or password managers), yet these do not see
widespread use.

Finally, as with bottom-up approaches, the pragmatist approach is unable to provide guid-
ance on key issues. This is a particular problem for emerging technologies for which
norms are yet to be established or in contexts, such as cybersecurity, in which norms may
have developed but lack sufficient theoretical underpinnings. For example, an ongoing
concern in the cybersecurity community is that of vulnerabilities exploitation procedures.
Recent years have seen active discussions on how security researchers should disclose
security vulnerabilities; it is now deemed standard practice to privately warn organiza-
tions of existing security vulnerabilities. (Google has defined 90 days to be an acceptable
period after which vulnerabilities can be publicly disclosed (Google 2019).) However, it is
less clear how organizations and governments should deal with vulnerabilities that they
discover (Pupillo et al. 2018). There are only two countries (the United States and the
United Kingdom) that have released policies on how they deal with vulnerabilities that
governmental agencies discover themselves (Ambastha 2019; Bradford Franklin 2019;
Jaikar 2017; White House 2017). For commercial companies, there is very little guidance
as to how they should deal with vulnerabilities and exploits, which some companies ac-
tively try to purchase or sell. Neither the CIA triad nor the Parkerian hexad has anything
to contribute to this discussion; once more, practitioners are left without ethical support.

Cybersecurity expert Bruce Schnier has contributed extensively to this space over the
past decade. Schneier’s early work focused on technical aspects of cybersecurity (Sch-
neier 2011, 2017, 2019) and while he remains a public figure in this area, much of his lat-
er writing has incorporated the societal and ethical impacts of cybersecurity. In particu-
lar, Schneier has been highly critical of security measures that may look as if they are
working but are, in effect, of little value. Such ‘security theatre’ is problematic in failing
to provide security while at the same time leading to significant reductions in individual
and group liberty (Schneier 2009). As with Wolter Pieters and Mariarosaria Taddeo (be-
low), Schneier has focused on the impact of cybersecurity, and the digital environment in
general, on trust as necessary for the functioning of society (Schneier 2011). To this end,
policies which lead to a false sense of security, or which collect excessive data beyond
what is necessary are highlighted and dismissed in his work (Schneier 2014, 2015). Most
recently, he has focused on the developing Internet of Things and the policies which, he
argues, would be most effective in guaranteeing users’ security (Schneier 2018) and on
public-interest technologists, practitioners who try to contribute to the public good
through developing tools to help society or contributing to policy development (Schneier
2020).
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The pragmatist approach therefore provides some insight into the values espoused by the
cybersecurity community and the practices currently embraced as a result of those val-
ues. However, the lack of theoretical underpinning for those values and the challenges
posed by emerging technologies such as the Internet of Things have meant that this ap-
proach is weak on providing ethical guidance outside a very specific (technical) sphere,
and even within that sphere it is weakening as a means of providing security, let alone
considering the potential ethical costs of that security.

Top-down approaches

So far, this chapter has considered bottom-up approaches, which look at individual case
studies concerning cybersecurity and ethics, and pragmatist approaches, which look at
how the community practices cybersecurity. We turn now in this section to look at top-
down approaches. While these could involve the application of traditional deontological or
utilitarian theories to cybersecurity, we are not aware of any sustained attempts to do this
in the field.2 Instead, we will look at three approaches: Pieters’s application of Bruno
Latour’s actor network theory (ANT) and systems theory, Mariarosaria Taddeo’s work on
balance and trust in liberal societies, and the novel approach we propose here of applying
the concept of security as risk. Each of these is top down in considering a unique theoret-
ical perspective which is then applied to cybersecurity as a means of understanding ethi-
cal issues, rather than attempting to isolate the individual issues themselves or the prac-
tices of those working in the field.

Pieters has argued that Latour’s ANT provides new and important insights into cyberse-
curity. ANT holds that human beings and technical artefacts are both actors in broader
networks. Through the eyes of this approach, as Pieters notes, shooting is performed nei-
ther by a person without a gun, nor by a gun without a person. The person enables the
gun to shoot as much as the gun enables the person to shoot. As such, both gun and per-
son are equal actors in this particular network. Which actor initiates the action is, accord-
ing to Pieters’s account of this line of thinking, irrelevant. What is important to him is
that it is the combination of the actors that performs the action.

The advantage of this approach, argues Pieters, is that it allows for the recognition of hu-
man factors in assessing security modelling. This human element is often discounted from
models as human motives and actions are taken to be far less predictable than non-hu-
man systems. This discounting leads to a significant gap in these models (Dimkov et al.
2008, 2010; Probst and Hansen 2008). Rather than discounting the human factor, particu-
larly when interaction between various human elements is concerned, Pieters proposes
that the ‘flat’ model of ANT in which humans and artefacts are treated equally helps to
remove apparent complications. Rather than looking to motivations, the focus shifts to
the information that is moved.

Pieters has also drawn on Niklas Luhmann’s systems theory to emphasize the human ele-
ment in the construction of information security (Pieters 2011a). As with ANT, systems
theory involves the human element in the overarching system. Security is necessarily a
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human construct, argues Pieters, given that ‘actual security is dependent on perceived
security’ (Pieters 2011a: 333), by which he means that the objective security of a network
is partly dependent on how effective that network’s security is perceived to be by poten-
tial attackers. Pieters has argued that the systems theoretic approach can also help to
highlight ethical issues that may otherwise be occluded (Pieters 2017). For example, in
the debate surrounding e-voting, considerable emphasis was placed on the privacy of in-
dividuals. This was, at least in part, argues Pieters, because there are clear legal regula-
tions concerning privacy in the voting booth. However, there is a risk of excessive focus in
this area because of the practical connection to the law, which risks commentators miss-
ing other (arguably more) important ethical elements, such as power, trust, and security.
Privacy of individual voters was, holds Pieters, a relatively minor concern next to the po-
tential for the outcome of the voting process to be manipulated through a successful at-
tack on the network hosting the voting machines.

Pieters’s account demonstrates the advantage that drawing on generalized theories in
philosophy, and particularly those in the Continental tradition, can offer to an understand-
ing of cybersecurity ethics. New insights are proposed that can be used to approach exist-
ing problems in new ways. At the same time, neither ANT nor systems theory are uncon-
troversial in the philosophy of technology. While Pieters’s arguments are predominantly
pragmatic, demonstrating the benefits that can arise for cybersecurity practice from
adopting this view, they risk deflecting the argument to philosophical discussions as to
the merits or otherwise of Latour and Luhmann on a more general level.

As with Pieters, Mariarosaria Taddeo’s early work focused on questions of trust, and par-
ticularly trust in digital environments. In her case, Taddeo focused on whether trust could
exist in online environments, arguing that it was clearly possible (Taddeo 2009, 2010a,
2010b; Turilli et al. 2010). From here, she moved towards cyberwarfare, where she be-
came particularly noted for her work on using the just war tradition as a framework for
analysis of cyberwarfare operations (Floridi and Taddeo 2016; Taddeo 2012, 2016), in-
cluding an introduction to the ethics of cyber-conflicts (Taddeo 2021). While the military
extension of cyber-operations has been the major focus of Taddeo’s work, she has also
written on the ethics of civilian cybersecurity, such as we are considering in this chapter.
In 2013, Taddeo edited a special edition of the journal Philosophy and Technology, focus-
ing on balancing online security and civil rights (Taddeo 2013) which included articles on
proportionality in cybersecurity (Hildebrandt 2013) and Thomism as a lens for interpret-
ing ethics in online environments (Dainow 201 3).

More recently, Taddeo’s work has incorporated a focus on artificial intelligence (AI),
bringing together her earlier work on trust and cyberwarfare (Taddeo 2019; Taddeo et al.
2019) and including the impact of Al on cybersecurity (Taddeo 2019). This last is a devel-
oping field, with the impact of Al on attacks and defence still being determined (Patel et
al. 2019). Throughout her work, Taddeo’s focus has remained largely on the need to find
balance in liberal societies between stability in the online environment, achieved through
the establishment of reliable environments, and trust of users in the maintenance of their
rights in that environment. To this end, she has argued that trustworthy environments
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should consist of system robustness, system resilience, and system response (Taddeo
2019; Taddeo et al. 2019). As with Pieters, then, Taddeo’s work does not amount to a
blunt application of a ‘grand theory’ approach to cybersecurity or cyberwarfare. Howev-
er, through appeal to liberal notions of striking a balance between authority and individ-
ual liberty (Taddeo 2013) and the need to create trustworthy environments online
through which users can feel safe to engage in free expression, she falls into what we
have called the ‘top-down’ approach to cybersecurity ethics.

We propose an alternative top-down approach, and, we believe, one less controversial
than either those of Latour or Luhmann and more structurally cohesive than that of Tad-
deo. We contend that security is the inverse of risk. If we take risk to be a function of
probability and of harm (Hansson 2013), then as the probability of a harm occurring in-
creases, so risk increases (and security decreases). Likewise, as the severity of the harm
increases, so risk also increases and security decreases. Conversely, a decrease in the
severity of harm threatened or the probability of that harm arising equates to an increase
in security. In itself this is not, we believe, a radical solution and is indeed one largely
adopted in industry, where security is often referred to as ‘risk management’. However,
as we demonstrate below, through drawing on recent work in the philosophy of risk, it
promises significant insights into the ethics of cybersecurity.

The approach that we advocate draws on earlier conceptual analyses of security provided
by Arnold Wolfers and David Baldwin (Wolfers 1952; Baldwin 1997), while also introduc-
ing the framework of ethical risk analysis to security in general and cybersecurity in prac-
tice (e.g. Hansson 1996, 2013). In what follows, we develop in brief the concept of securi-
ty as the inverse of risk in general before applying that to cybersecurity and demonstrat-
ing the strengths that come from introducing the ethics of risk as a framework through
which we can approach the ethics of cybersecurity.

First, Wolfers originally argued that ‘security in any objective sense, measures the ab-
sence of threats to acquired values, in a subjective sense, the absence of fear that such
values will be attacked’ (Wolfers, 1952: 485). Wolfers provided an early recognition that
there were both subjective and objective aspects of security in that a person could be-
lieve they are secure without being secure, or, contrariwise, believe they are not secure
while actually being secure. To this distinction, Herington has more recently introduced a
third, non-cognitive dimension of affect (Herington 2018: 181-185); it holds that a person
could be secure (objective), believe that they are secure (subjective), but not feel secure
(affective). In this way, it is possible to think or feel that a network is secure even when it
is not, or to feel that a network is insecure when it is in fact highly secure.

This is not to say that objective and subjective states of security are unrelated. The above
examples are extreme, and it is more likely that I will believe and feel marginally more or
less secure than is in fact the case. Take the case of Ross and Rachel. Rachel loves Ross
as an objective state. However, the chronically insecure Ross is scared that Rachel’s love
for him is fleeting at best, and so he is subjectively (in terms of both belief and affect) in-
secure. This causes Ross constantly to ask Rachel whether she still loves him, a practice
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that annoys her. As a result of his persistent questioning of her love for him, she starts to
draw away from Ross emotionally, which leads to an increase in his insecurity. A vicious
circle develops such that eventually his subjective insecurity means that she ceases to
love him. His subjective state of security in the relationship has therefore brought about a
change in his objective state of security in that relationship.3

Second, Wolfers argued that security consists of a threat to values. Baldwin has chal-
lenged this point by noting that threats typically involve intentionality, and yet security is
broader than this, involving the security of assets that can be challenged by natural
events which lack intentionality (such as physical assets that can be endangered by flood-
ing). Baldwin’s response is to define security as ‘a low probability of damage to acquired
values’ (Baldwin 1997: 13).# While we embrace this move, we argue that one can go fur-
ther by understanding security as a function of probability and severity of damage to val-
ues. Given that probability and severity are aspects of risk, we hold that (high levels of)
security involve(s) a low probability of severe harm and vice versa. Hence, when there is
a low probability of harm occurring to a valued network, that network enjoys a relatively
high level of security. Once the probability of harm occurring increases, or the severity of
the harm which might occur intensifies, then the security of that network diminishes.

Baldwin’s response to Wolfers, seen in the current context, raises the challenge as to the
relevance of the intentionality of the attacker in a cybersecurity incident. Our proposal, in
line with that suggested by Pieters, adopts a flatter approach that does not distinguish
between human and non-human causes of cybersecurity incidents. While the presence of
intention is traditionally seen as the distinguishing factor between security incidents
(which require intention of an attacker) and safety incidents (which presume that there is
no intention to attack), we think that this is an increasingly dated and irrelevant assump-
tion. We hold that the intention of the attacker, while it may be pertinent in judging the
person, is unimportant in approaching the concept of security and its ethical outworking
as discussed here.

From the perspective of providing cybersecurity, challenges to the network may be posed
by people or by natural events. Which of these is behind the challenge will likely have an
impact on the response that is taken to that threat (a security measure), but not to the
level of security or to the responsibility of those who are tasked with ensuring security.
Analogously, we might say that my home could be equally under threat of destruction
from a tornado or a terrorist. In either case, my security is comparatively low, irrespec-
tive of which threat is being considered. How I respond to the challenge posed will differ,
but the actual state of security of my home is not a function of whether the challenge is
posed by an entity or event with intention.

Third, we recognize a descriptive (as opposed to normative) benefit in the Wolfer’s defini-
tion of security as the absence of threat to acquired values. Given that Wolfers was writ-
ing in the context of international relations, we presume that he is thinking about values
to different states. In our broader context, though, the reference to values (or severity,
which is a reflection of that which is valued) allows for any value to fill that space. Wal-
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dron argues that we could expand the context ‘to refer to the assured possession and en-
joyment of any value, including liberty’ (Waldron 2006: 504). However, in a descriptive ac-
count one should be able to cope with values with which one does not agree. Hence, it is
meaningful to discuss the security of the Nazi party in Germany in 1945, even when we
ourselves do not value that particular case of security. In the case of cybersecurity, then,
it is similarly meaningful to discuss the security of a drug dealer’s mobile device, even
while law enforcement is seeking a way to dismantle that security and track the device.
The security of the device may be valuable to the dealer, while the same security is not
desirable to those in law enforcement attempting to hack the device.

Fourth, the notion of probability in the conceptual definition holds to a more recently
identified aspect of security, in that it is always future-focused. While Waldron has sug-
gested that this future focus concerns the security of that which is valued extending into
the future (Waldron 2006: 474), Herington is more circumspect about this, recognizing
merely the future focus on the concept (Herington 2012: 18). In this, we agree with Her-
ington that security is about the future. Security concerns, for example, the safety of a
person from attack or from being injured. Once they are attacked or injured, security
ceases to be the pertinent concept. Rather than thinking of the person’s security, we
think of the harm they are experiencing. Indeed, the very fact that someone is experienc-
ing harm suggests that any security they had prior to the harm either failed or was insuf-
ficient to the risk.

Finally, as noted by Herington, security always has a referent (Herington 2012: 13; see al-
so Newey et al. 2012: 9). Security is the security of a person or thing (referent). However,
to this we add that security always has a context: security is the security of an entity (ref-
erent) from a challenge (context). Hence, as noted above, we can discuss the security of a
network from an attacker or from an earthquake, or the security of a mobile device from
being hacked. This recognition side-steps the problems noted earlier in the CIA triad,
which tends to focus attention merely on technical solutions in response to risks to indi-
vidual assets. Broadening our understanding of the relevant referents and contexts en-
courages a more holistic approach to cybersecurity.

Understanding security in terms of the inverse of risk is not only an effective means of ap-
proaching security in general and cybersecurity in particular; it also carries with it the
benefits that can come from applying the ethics of risk literature to the ethics of cyberse-
curity. The ethics of risk highlights ethical concerns that other approaches miss.

To develop an ethics of cybersecurity from the ethics of risk literature, we draw primarily
on the work of Sven Ove Hansson, who has dominated the latter field in recent years. In
particular, we hold that work in four areas is demonstrative of the benefits that a combin-
ing of the two fields can bring. These areas are: the distinction between objective and
subjective harms, challenges in calculating probabilities, the recognition of fallacies, and
the problems arising from risk thresholds and distribution. We will take these in turn.
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There is a concern about the calculation of harms as only objective. Granted, there is of-
ten an objective element to harm (the loss of a hand is harmful to anyone); but there is al-
so a subjective element. It is presumably worse for a concert violinist to lose their hand
than for a philosopher to do so. With only one hand, the philosopher could continue to
practice their profession while the violinist would not be able to do so. In the case of cy-
bersecurity, as noted above, this may extend further, such that the drug dealer values the
security of their mobile device very highly, while pursuing law enforcement agents will
not value that security (to the extent that they will attempt to compromise it). Any objec-
tive value of that security is questionable in this case (Hansson 2010).

The second concern is that of calculating probabilities. While we can largely agree on the
probability of a traffic accident occurring to us being more likely than being caught up in
a terrorist incident, this does not prevent the latter seeming more likely than the former
as a result of persistent reporting in the press and news media. Hence, there is an impor-
tant subjective element in probability calculation. Furthermore, in calculating probabili-
ties there are potentially infinite complications that could occur to make radical changes
to those statistics. In order to manage these complications, externalities and feedback
loops are typically simplified, or even removed. While this leads to a ‘cleaner’ resulting
statistic, it is also a highly theoretical and unrealistic statistic precisely because of the
simplification. The appearance may therefore be of certitude when in fact such certainty
is misplaced. Hansson has described this as the tuxedo fallacy, imagining that we are cal-
culating probabilities in an idealized casino rather than in the real world (Hansson 2009).

Third, there are problems arising from risk toleration thresholds and the distribution of
risk. Risk toleration thresholds—the limits at which we are prepared to tolerate risks—
have been demonstrated to differ among groups in (western) society. White males have
frequently been shown to be more tolerant of risk than White women or non-White men
(Flynn et al. 1994; Hermansson 2010). This tendency is perhaps not surprising in soci-
eties which have largely been designed by White men. For example, when Twitter was de-
signed, by predominantly White men in Silicon Valley, the issue of potential harassment
apparently did not enter the discussion as one possible outcome (McCaskill 2015).

When new risks are introduced into social discourse, it may appear that particular cours-
es of action are preferable owing to the fact that they are ‘less risky’ than existing cours-
es. Hansson describes this as the ‘sheer size’ fallacy, noting that just because B is less
risky than A, and A is currently employed in society, it does not follow that B is the best
course of action to follow (Hansson 2004). It may be that both A and B are unacceptably
risky for the majority of society. Furthermore, through adopting B we may cease to look
for less obvious alternatives (C) that would fall below the risk toleration threshold of a
majority. Hence, in the Patriot Act, the US administration and the associated intelligence
agencies apparently felt that it was less risky for those intelligence agencies to monitor
the metadata of mobile phone calls of every person in the country than to allow for fur-
ther terrorist attacks to occur. Following the Snowden revelations, though, it transpired
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that not everyone agreed; possibly a majority of citizens in the United States disagreed
(Rainie and Madden 2015; Stoycheff 2016; Bakir 2015; Krueger 2005).

Fourth, and related to the problem of the sheer size fallacy, is the concern with the distri-
bution of risk. Jonathan Wolff has noted that the agent who makes a decision involving
risk is not always the same agent who will benefit from that risk, or indeed pay the costs
of that risk (Wolff 2010). For example, in the infamous example of Ford’s decision not to
recall the highly dangerous Pinto car in the United States in the 1970s, that decision was
made for financial reasons by the board of Ford, who stood to benefit from not paying the
costs of a recall (Macnish 2019b; Mcginn 2018). By contrast, the members of that board
were almost certainly not driving Pintos themselves; the people paying the costs of that
decision were not the beneficiaries. Such a scenario is ethically problematic as it enables
risk-prone decision-makers to indulge in seeking their own gain at the expense of other
people.

An analogous scenario to that of Pinto happens in cybersecurity when businesses under-
invest in cybersecurity. In the event of a breach arising from such underinvestment where
customer information is stolen, the business may suffer reputational damage and, in-
creasingly, legal fines. However, it is the customers who suffer the loss of significant per-
sonal data, such as email addresses, physical addresses, and credit card details.

In summary, there is a number of benefits that can be drawn from a reconsideration of
the concept of security in light of the concept of risk and the ethics of risk literature. Note
that our account is still subject to some of the earlier criticisms levelled at bottom-up ap-
proaches, though. For example, much of the ethics of risk literature has itself been devel-
oped through bottom-up analyses, and therefore provides insights that are drawn from
the sort of clustering against which we cautioned earlier in this chapter. Furthermore,
there is no one theoretical stance on risk, still less an ethical framework for approaching
risk that will provide the systematic approach that we argued was lacking from bottom-up
approaches.

Moreover, this approach is highly theoretical in its stance, in that it defines cybersecurity
and then seeks to identify ethical concerns arising through the definition. By being highly
theoretical, it risks both becoming untethered from reality if the conceptual analysis is
flawed and missing central ethical concerns that are identified through bottom-up and
pragmatist approaches.

At the same time, through this approach we have introduced novel concerns that have not
been discussed in the ethics of cybersecurity literature arising from bottom-up or prag-
matist approaches. Concerns about measurement of probability (the tuxedo fallacy) for
example, are real issues in a field increasingly referring to itself as ‘risk management’, in
which risks are calculated to a precise degree by insurance companies. The fact that such
risks cannot be calculated with a degree of accuracy should, we hold, provide pause for
thought and caution in promises that can reasonably be made by cybersecurity providers.
Likewise, differing risk thresholds throughout society and the problems of risk distribu-
tion coupled with White male bias imply that current cybersecurity risk thresholds may
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fail to take account of certain sectors in society (particularly women, the poor, and ethnic
minorities), while imposing risks on those same sectors should once more lead to serious
reflection. To our knowledge, neither of these concerns has been raised in the ethics of
cybersecurity literature discussed in this chapter.

Conclusion

In this chapter we have considered three approaches to understanding the ethics of cy-
bersecurity. These three, bottom up, pragmatist, and top down, have each been shown to
have strengths and weaknesses. Our own preferred approach of understanding security
as the inverse of risk carries some strengths not apparent in other approaches, and we
hold that it is valuable in highlighting ethical concerns that are overlooked by those other
approaches.

It is also noteworthy that the approaches considered here are, to date, the leading ap-
proaches to cybersecurity ethics. There is little to no work explicitly exploring more tradi-
tional interpretations deriving from Kantian, rights-based, or utilitarian approaches, and
yet these may bear considerable fruit, either through their own insights or through con-
tributions to existing approaches.

We therefore believe that to continue to develop this new field in a thorough and system-
atic manner all three approaches are valuable. The development of case studies can con-
tinue to introduce new concerns and insights, while pragmatist approaches can track the
development of new technologies and associated issues arising therefrom. Finally, the in-
sights gained from the ethics of risk, and from broader theoretical approaches such as
Latour’s actor network theory can also provide insights that may not be obvious to those
practicing cybersecurity. Furthermore, there is a wealth of insight to be gained from ex-
ploring utilitarian and deontological approaches to cybersecurity which remains un-
tapped. Pursuing any one of these approaches to the exclusion of the others will risk lead-
ing to an overly narrow perspective that misses crucial concerns. Drawing them together
into a cohesive whole promises to lead to a more thorough and complete understanding
of the problems, coupled with a clearer way forward for practitioners.
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Notes:

(1) While this study involves a less thorough literature research than van de Poel, the lit-
erature provided a background to interviews held with cybersecurity researchers and
practitioners to build an understanding of the areas in which cybersecurity ethics litera-
ture complements cybersecurity practice and areas in which the two diverge.

(2) Arguably, Manjikian’s Cybersecurity Ethics: An Introduction does examine various eth-
ical concerns in cybersecurity from various traditional viewpoints. However, this is an in-
troductory text and refrains from defending one particular approach, such as a Kantian or
utilitarian framework, but rather demonstrates how Kantians, utilitarians, and virtue ethi-
cists might each approach the concern (Manjikian 2017).

(3) We are grateful to Bert Gordijn for this illustration from the characters of the sitcom
Friends.

(4) Although using Wolfer’s notion of ‘acquired values’, neither Baldwin nor Wolfers elab-
orate on what is meant by this phrase. Drawing from their context in International Rela-
tions, we presume this to be the values held by individual nation states.
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